


are different, so the retargeted meshes are always sliding on
the �oor. The illogical frames refer to the frames which are
not correspond with our physical structure such as the hand
extending into the body. It is also mainly due to the different
length between the captured character and the target charac-
ter.

In order to eliminate the outliers(wrong frames) and make
the retarget sequence smoothly, we propose a method with
following steps. The �rst stage is to remove the outliers (The
experiments reveal that the simplest method which will be
introduced immediately is enough). Considering the fact that
the number of outliers is few and they do not exist next to
each other, we divide the long skeleton sequence into several
short sequences and compute the average variance of every
shot sequence. Then we set a variance threshold� . All the
shot sequences whose variance are larger than the threshold�
will be treat as an outliers. Base on this rule, all the outliers
can be found and then eliminated. Secondly, we concentrate
on eliminating the shake. We de�nef � j g as thej th joint's
observed rotation angle sequence, andf �̂ j g as the optimized
rotation angle sequence we want to get. Then we �nd the
f �̂ j g sequence by equation3.

arg min
�̂ j

nX

i =0

k� i
j � �̂ i

j k2 + 4k �̂ i
j k2 (3)

We optimized the angle sequence separately for every joint.
The minimization ofk� j � �̂ j k2 determine that the calculated
f �̂ j g sequence will approximate the observed valuef � j g.
The minimization of4k �̂ j k2 ensure thef �̂ j g sequence is as
smooth as possible. Then we solve the optimization problem3
to make the motion of captured character more smoothly. Be-
cause the optimization of the second order gradient can be
converted intò 2 [9, 5] optimization problem, we can easily
get the optimizedf �̂ j g sequence of every joint through least
square method.

3. RESULT AND DISCUSSION

In the process of calculation, only the depth data is used to
compute the positions of all the joints. For easier understand-
ing, we just show the RGB images and the deformed mesh.
Fig.4 shows the �nal result in which the retarget motion is
the same with the motion of the performer moving in front
of the Kinect camera. Fig.5 shows some ordinary pose and
the retarget result. Fig.6 demonstrates several results in more
complex situations.

Real time result without the improvement at several mo-
ments is shown in Fig.7. From Fig.7 we can see the deformed
mesh's pose is basically the same as our captured charac-
ter, but errors still exists (denoted in red circles). In the �rst
row we see the right hand of the mesh has extended into the
body because the length of the model's arm is longer than our
captured character. In the second row is the case where the

Fig. 4. The motion stereo.

mesh's leg has crossed abnormally because the skeleton we
get from the SDK is totally wrong at this frame. Therefore,
we did some re�nement as described in section2.3 to elimi-
nate these errors. After the elimination, the result is immune
to the artifacts, but it is no longer that similar with the cap-
tured character's pose because of error accumulation in the
process of smoothing.

(a) Original 1 (b) Result 1

(c) Original 2 (d) Result 2

Fig. 5. Left column: the original input picture. Right column:
the synthetic model mesh with the same angle of view.

4. CONCLUSION AND FUTURE WORK

In this paper we propose a method to animate a 3D character
model online from noisy and erroneous joint position infor-
mation obtained by a single depth camera. It can be used in
3D immersive sense games, computer interaction and some
other areas. The online result shows 92% of the frames are
deformed correctly, but still needs to be improved. Then we
further present some methods to ameliorate the retarget result.
The shake and illogical frames have been eliminated, but as
the accumulating of the error, the deformed model's pose is
not that similar to the captured character. In the future, we



(a) Original 3 (b) Result 3 (c) Result 3
′

(d) Original 4 (e) Result 4 (f) Result 4
′

Fig. 6. Left column: the original input picture. Middle col-
umn: the synthetic model mesh with the same angle of view.
Right column: the synthetic model mesh with different angle
of view.

will propose some methods which can not only refine false
frames but also be able to perform in real time. In this paper,
the skinning method we used behaves well most of the time,
but in some special cases, unrealistic presentation may ap-
pear. For example when the character lifting his arm too high,
we will find the vertexes around armpit deform unrealistic be-
cause it does not really correspond with the heat equilibrium
model so much. In the future, we will adopt more effective
methods to attach the skin to make the model lifelike and look
veritably.
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