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Fig. 10. Comparison with the approaches of Gugital.[26], Xu et al. [13] and the proposed method. (From left to right: the blurry images; results of Gupta
et al; results of Xuet al,; and our results.)

the other hand, when the patch size is too large, the assurtimation, the arithmetic operations of the SBK¥$Cqlog(q)),
tion of the EFF, that a local blurry region shares an identicalhereC is the maximum number of the SBI, ands the patch
blur kernel, may not hold any more, thus the corresponding rgze. As shown in Fig. 3¢ is less than 30 for most of the
sults are not good either. Therefore, our conclusion is that tbases. Thus we can regatdas a constant and the complexity
spatially invariant PSFs will be better estimated when there asethe SBI isO(qlog(q)). In the blur kernel estimation, only
enough edges in the patches and the blur kernel is uniformtive FFT is used to solve Eqn. (17). The complexity of this step
each patch. In all our experiments, these two criteria can alwags)(q log(¢)). For the PMP model based deblurring algorithm
be sati®ed by setting a proper patch size. [27], Tikhonov regularizatiors employed to estimate latent im-
Computation comparisorin our method, the Split Bregman ages, which requires the arithmetic operation®¢f log(q)).
method is used to estimate the latent sharp images and the Iuthe kernel estimation, calculag the projection of the pre-
kernels are solved in the FFT domain. In the latent image efieted image onto the bases requires operatiod®(df; - N;),
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Fig. 14. Limitations. Left: Blurry image with sightant depth variations and
a noisy and blurry image. Right: Deblurring results.

basic assumption that the blur kernels vary smoothly in the
spatial domain and the blur kernel in one region has a high
probability to be similar to the PSFs of its neighboring regions.
Thus when this assumption faile,g, the spatially varying
effect is large, the proposed method fails. Another limitation of
Fig. 13. lllustration of deblurring results with different patch sizes. (a) Fowur work is that the patch number is required to be determined

testimages (Top left: Lenna,; top right: Barbara; bottom left: man; bottom right.. [ ; ;
castle). (b)—(c) Two blur kernels used for generating the blurred images. (f) the users. Determining the patch sizes automatically to

blurring results of the kernel (b). (g) Deblurring results of the kernel ().~ achieve better results will be our future work.

VI. CONCLUSION

of the image pixelsV; is much larger than the patch number g paper proposes antefent patch-wise non-uniform de-

Ny - Ny, i, Ny > Nj - Ny, our method requires less memony,, ring method. It is able to remove spatially variant blur while
than Ji and Wang's algorithm.ufthermore, manipulating the o jiring less computation and memory. We incorporate the TV
large blur matrix also requires extra large memory in [30]. FQEqjarization into the framework of the EFF to better recover
example, as shown in Fig. 7(a), Ji and Wang's method requifiggent images while the previous patch-based algorithm [2] em-
to store768 x 512 kernels while our method only needs to Stor%loys Tikhonov regularization. Bebted from the TV regular-
35 k_er_nel_s. i ) . ization, the latent images are better recovered, which enable us
Similarity constraint on the PSE®hen estimating the blur y, egtimate the blur kernel locally in a closed form without extra
kernels, Harmelingt al. [2] employ a similarity constraint on ¢qngraints, while the algorithm of [2] requires a global con-
the PSFs. Because of the similgrdonstraint, the PSFs cannOlgyaint to guarantee the similarity of the neighboring PSFs and
be derived in a closed form. Harmeliegal.employ L-BFGS-B e aigorithm of [30] needs to interpolate a pixel-wise kernel
[44] to optimize the space-varikernels. However, we employ 4trix  Therefore, we require less computation and memory

the TV regularization to _restore latent images. _Thus the_ b'Hanumption compared to the PMP model-based deblurring al-
kernels can be better estimated from the latent images W'th%trithms and the patch-based deblurring algorithms. After ob-

the similarity constraint. Furthermore, the PSFs can be deriv&qlning the blur kernels, we propose a kernel similarity metric,

in a closed form. _ _ which takes both the similarity of kernel values and the geo-
_ Limitations Our approach still shares the common liMpetric similarity ofneighboring kernelsnito account, to detect

itations with other deblumg methods, such as the depthy, erroneous kemels. With the help of our proposed metric, we
variations, object motions, ree, saturation regions and the,p, ijentify not only the severely divergent kernels but also the
non-linear effects of cames'response functions (CRFS),grronequs kernels which are stuck in local minima and dissim-
yvh|ch may violate the linearity of the blur model and producg, + their neighbors. We also propose a novel edge map to re-
inaccurate kernels [45], [46], [47], [48]. We also show tWQyace erroneous kernels with well estimate ones. The blurry im-
cases of our limitations of our approach in Fig. 14. As Showlyes are better recovered by therred kernels. Since our algo-

in Fig. 14, when deblurring an image captured from a SCeRghm, js implemented in the overlapping patches independently,
with depth variations, the PSFs will change abruptly at the .4 pe also parallelized easily. From the experiments, our

boundaries of different depths. The assumption of the EFF thathoq achieves better results while requiring less computation.
the PSFs vary smoothly is violated. Thus the ringing artifacts

will appear at the boundaries dfifferent depths. When the
blurry image is contaminated by strong noise, the edges used
for estimating blur kernels are damaged by the noise, whichThe authors would like to thank the anonymous reviewers and
leads to erroneous kernelsin@lar to the most deblurring the associate editor for their pélil suggestions and valuable
methods handling spatially viant blur kernels, we have thecomments.
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